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ABSTRACT

Information graphics are non-pictorial graphics such as bar
charts and line graphs that depict attributes of entities and
relations among entities. Most information graphics appear-
ing in popular media have a communicative goal or intended
message; consequently, information graphics constitute a
form of language. This paper argues that information graph-
ics are a valuable knowledge resource that should be retriev-
able from a digital library and that such graphics should be
taken into account when summarizing a multimodal docu-
ment for subsequent indexing and retrieval. But to accom-
plish this, the information graphic must be understood and
its message recognized. The paper presents our Bayesian
system for recognizing the primary message of one kind of
information graphic (simple bar charts) and discusses the
potential role of an information graphic’s message in index-
ing graphics and summarizing multimodal documents.

Categories and Subject Descriptors

H.3 Information Storage and Retrieval]: Content Anal-
ysis and Indexing

General Terms
Algorithms
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1. INTRODUCTION

Information graphics are non-pictorial graphics such as
bar charts and line graphs that depict attributes of entities
and relations among entities. Although much attention has
been devoted to the summarization and categorization of
text, and to effective methods for retrieving textual docu-
ments relevant to an individual’s needs, relatively little at-
tention has been given to information graphics that appear
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Figure 1: Graphic from U.S. News and World Re-
port2

in documents. This paper addresses the inclusion of infor-
mation graphics in digital libraries along with their role in
the summarization of multimodal documents.

Section 2 presents a corpus study that explores how in-
formation graphics are used in multimodal documents. Sec-
tion 3 argues (1) that information graphics are an important
knowledge resource in their own right and that they should
be retrievable from a digital library and (2) that information
graphics should be taken into consideration in summarizing
and indexing multimodal documents. Although some in-
formation graphics are only intended to display data, the
majority of information graphics that appear in newspa-
pers, magazines, and formal reports are intended to con-
vey a message. For example, the information graphic in
Figure 1 conveys the message that the U.S. ranked third
(among the countries listed) in GDP (gross domestic prod-
uct) per capita in 2001. Similarly, the graphic in Figure 2
conveys the message that there was a substantial increase
in Delaware bankruptcy personal filings in 2001 compared
with the preceding decreasing trend from 1998 to 2000. A
graphic’s primary or core message constitutes a brief sum-
mary of the graphic and captures its major contribution to

2In the original graphic, the bar for the United States was

not made or distributed for profit or commercial advantage and that copies annotated. Here we have highlighted it in order to later
bear this notice and the full citation on the first page. To copy otherwise, to show the XML that our system produces when bars are CO_l'
republish, to post on servers or to redistribute to lists, requires prior specific ored differently. 'We have also placed the dependent axis
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label alongside the dependent axis, instead of at the top of
the graph, since our vision system is currently limited to
standard placement of axis labels.
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Figure 2: Graphic from Wilmington News Journal

| Category | # ]
Category-1: Fully conveys message 22
Category-2: Mostly conveys message 17
Category-3: Conveys a little of message || 26
Category-4: Does not convey message 35

Table 1: Analysis of Text of Articles Containing
Graphics

the overall communicative goal of a multimodal document.
Consequently, developing a methodology for recognizing this
message is the first step to exploiting information graphics.
Section 4 presents our implemented and evaluated Bayesian
network for identifying the primary message conveyed by
one kind of information graphic, simple bar charts. Sec-
tion 5 discusses how the message recognized by our system
can form the basis for summarizing an information graphic,
for indexing and retrieving it from a digital library, and for
constructing a richer summary of multimodal documents.

2. MULTIMODAL DOCUMENTS:
A CORPUS ANALYSIS

Information graphics are an important component of many
documents. In some cases, information graphics are stand-
alone and constitute the entire document, as was the case for
the graphic in Figure 2. However, in most cases, informa-
tion graphics are part of a multimodal document consisting
of both text and graphics. We conducted a corpus study
whose primary goal was to determine the extent to which
the message conveyed by an information graphic in a multi-
modal document is also conveyed by the document’s text.

We analyzed 100 randomly selected graphics from our col-
lected corpus of information graphics, along with the articles
in which they appeared. The selected articles were taken
from magazines (such as Newsweek, Business Week, For-
tune, and Time) and local and national newspapers. The
articles varied in length: 27% were very short (a half-page
or less), 20% were classified as short (one magazine length
page), 22% were moderate in length (2 magazine length
pages), and 31% were long (more than 2 magazine length
pages). The graphics also varied in type: 33% were simple
bar charts, 37% were simple line graphs, 10% were grouped
bar charts, 16% were multiple line graphs (graphs consisting
of multiple lines), and 4% were pie charts.

We examined the text of each article and determined to
what extent the text repeated the message conveyed by the
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Figure 3: Graphic from Business Week

information graphic. Table 1 displays the results. In 39%
of the instances, the text was judged to fully or mostly con-
vey the message of the information graphic. However, in
26% of the instances, the text conveyed only a little of the
graphic’s message. An example is the graphic shown in Fig-
ure 3 which appeared in a Business Week article entitled
“For GM, Mortgages are the Motor”. The graphic’s mes-
sage is that there was a substantial increase in the percent-
age of GM’s net earnings produced by its finance unit in
the second quarter of 2003 in contrast with the preceding
decreasing trend from the third quarter of 2002 to the first
quarter of 2003. However, the pieces of text most closely
related to the graphic were the following;:

“So where did the other $818 million in second-
quarter profits come from? Try General Motors
Acceptance Corp., GM’s leading arm.”

“Until then, GM will struggle and remain depen-
dent on its finance arm.”

“If not, GM would face lean times once GMAC
is no longer minting money.”

None of these text segments achieves the graphic’s primary
communicative goal. However, since the text segments talk
about $818 million in second quarter profits coming from
GM’s finance unit and the finance unit making a lot of
money (minting money), we judged the text to at least con-
vey the high profitability of the finance unit and thus clas-
sified the text as conveying a little of the graphic’s message.

Most surprising was the observation that in 35% of the
instances in our analyzed corpus, the text failed to convey
any of the graphic’s message. An example is the grouped bar
chart shown in Figure 4 which is taken from a Newsweek ar-
ticle entitled “Microsoft’s Cultural Revolution”; this graphic
conveys that the percentage of pirated software in China is
much higher than in the world as a whole and that the de-
crease in pirated software in 2002 compared with 1994 was
larger in the world than in China. Although the text is
about Microsoft’s efforts in China and the problem of pi-
rated software, the closest that the text comes to capturing
the graphic’s message is the following statement:

“Ninety percent of Microsoft products used in
China are pirated.”
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Figure 4: Graphic from Newsweek

But the text does not compare pirating in China with pi-
rating in the world as a whole or compare the situation in
2002 with that in 1994. Thus we classified the text of this
graphic as failing to convey the graphic’s message.

Our further analysis of these multimodal documents has
led us to conclude that graphics in multimodal documents
generally have a communicative goal that, along with the
communicative goals of the text segments, contributes to ac-
complishing the discourse purpose[11] of the overall article.
For example, Figure 5 illustrates a graphic from a Newsweek
article entitled “The Black Gender Gap”; the graphic con-
veys that the income of black women has risen dramati-
cally over the last decade and has reached the level of white
women. Although the text notes that the earnings of college-
educated black women exceed both the median for all women
and the median for all black working men, the text does not
compare the earnings of all black women with those of all
white women. Yet this comparison is more important (than
those in the text) to achieving the overall communicative
goal of this portion of the article — namely, convincing the
reader that there has been a “monumental shifting of the
sands” with regard to the achievements of black women.
This example illustrates how authors distribute their com-
municative goals between the text and the graphics. We
hypothesize that the communicative goals captured by in-
formation graphics are particularly central to the purpose of
a document, since the graphic designer has chosen to draw
attention to them via a graphic.

3. INFORMATION GRAPHICS AND
DIGITAL LIBRARIES

Information graphics are themselves an important infor-
mational resource that should be stored in a digital library
and be as accessible to humans as text documents. An in-
dividual might access an information graphic for the knowl-
edge that can be gleaned from it, and for its use in plan-
ning, problem-solving, and decision-making. For example, a
graphic such as the one in Figure 2 might be used by social
service agencies in forecasting needed programs for the next
year, or by legislators in arguing for or against bankruptcy
legislation. Alternatively, graphics might be accessed for
use in writing reports or proposals. They could also be used
in educational settings for teaching students good analysis
techniques.
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Figure 5: Graphic from Newsweek

Moreover, as shown in Section 2, information graphics
have communicative goals or intended messages that con-
tribute to achieving the discourse purpose of a multimodal
document but which are often not captured by the docu-
ment’s text. Thus the summarization of a multimodal doc-
ument should take into account its information graphics.

We hypothesize that the core message of an information
graphic (the primary overall message that the graphic con-
veys) can serve as the basis for an effective brief summary
of the graphic. In a retrieval setting, this summary could
be used to index the graphic and enable intelligent retrieval.
In a question-answering setting, the summary might be used
to directly answer a question or to determine whether the
graphic should be analyzed in more detail as a possible
source for answering the question. We further hypothesize
that, since the core message conveyed by an information
graphic captures its communicative goal, a graphic’s sum-
mary based on this core message represents a good start-
ing point for analyzing the contribution of the graphic to
the overall discourse purpose of a document and for tak-
ing the graphic’s contribution into account in constructing
arich summary of a multimodal document. The next section
presents the methodology underlying our implemented and
evaluated system for recognizing the core message conveyed
by one kind of information graphic, a simple bar chart.

4. RECOGNIZING THE CONVEYED
MESSAGE

We contend that a graphic’s primary or core message con-
stitutes a brief summary of the graphic and captures its ma-
jor contribution to the overall communicative goal of a mul-
timodal document. Therefore, our first step toward exploit-
ing information graphics within digital libraries has been to
develop a methodology for recognizing the message conveyed
by a simple bar chart. Our message recognition system as-
sumes as input an XML representation of the graphic that
specifies its axes, the bars, their heights, color, labels, and
any special annotations, the caption, etc. This is the respon-
sibility of a Visual Extraction Module (VEM)[3]. This mod-
ule currently handles only electronic images produced with a
given set of fonts. In addition, the VEM currently assumes
standard placement of labels and axis headings. Work is
underway to remove these restrictions. But even with these



restrictions removed, the VEM can assume that it is dealing
with a simple bar chart, and thus the problem of recognizing
the entities in a graphic is much more constrained than typ-
ical computer vision problems. The following displays the
XML representation produced by the VEM for the graphic
shown in Figure 1; the measurements in the XML may not
match the bar chart in Figure 1 since it has been resized for
display purposes.?

<?xml version="1.0" encoding="UTF-8"7>
<InformationGraphic>
<BarChart BarDirection="vertical">
<Caption>
<Content></Content>
</Caption>
<MeasurementAxis Length="5.96">
<Label>GDP Per Capita’ 2001 (in thousands)
</Label>
<Tickmark>
<TickLabelled>true</TickLabelled>
<TickValue>0.00</TickValue>
<GridLine>true</GridLine>
</Tickmark>
(xml for other vertical axis labels)
</MeasurementAxis>
<BarAxis Length="15.66"> </BarAxis>
<Bar>
<Label>
<Content>Luxembourg</Content>
<Color>0</Color>
<Bold>true</Bold>
</Label>
<Color>128</Color>
<Height>5.68</Height>
<AxisDistance>1.09</AxisDistance>
<SightLine>false</SightLine>
<Value>44.14</Value>
</Bar>
...(xml for bar labelled Norway)
<Bar>
<Label>
<Content>U.S.</Content>
<Color>0</Color>
<Bold>true</Bold>
</Label>
<Color>64</Color>
<Height>4.48</Height>
<AxisDistance>5.54</AxisDistance>
<SightLine>false</SightLine>
<Value>34.88</Value>
</Bar>
(xml for the other four bars)
</BarChart>
</InformationGraphic>

4.1 A Bayesian Inference System

We view information graphics that appear in popular me-
dia as a form of language with a communicative intention.

3 Although hand-coded XML was used to train and test the
message recognition system which was developed in parallel
with the VEM, a variety of examples (such as the graphic in
Figure 1) have been run through the complete system, with
XML produced from the graphic by the VEM and sent to
the message recognition system.

Language research has been based on a theory of speech
acts[17, 18], where a speech act is the act of making an utter-
ance with the intention of communicating. Speech act the-
ory has posited that a speaker executes a speech act whose
intended meaning the listener is expected to deduce. In ad-
dition, speech act theory posits that the listener deduces the
utterance’s intended meaning by reasoning about the com-
municative signals present in the utterance and the mutual
beliefs of speaker and hearer[18, 10].

Our research draws on the AutoBrief project’s work on
generating information graphics[13, 14, 9]. The AutoBrief
group proposed that speech act theory could be extended
to the generation of graphical presentations. Given a de-
sired communicative goal, AutoBrief employed a two-phase
graphics generation process. First an algorithm mapped
communicative goals into a set of perceptual and cognitive
tasks that the graphic should support. By perceptual tasks
we mean tasks that can be performed by simply viewing
the graphic, such as determining which of two bars is taller
in a bar chart; by cognitive tasks we mean tasks that re-
quire a mental computation, such as interpolating between
labelled values on the dependent axis to compute the exact
value of a point in a graphic. A fundamental hypothesis of
the AutoBrief project was that graphic designers construct
graphics that make important tasks (tasks that the viewer
is intended to perform) as easy as possible. Thus the sec-
ond step in AutoBrief’s graph construction process used a
constraint satisfaction algorithm to design a graphic that fa-
cilitated these important tasks as much as possible, subject
to the constraints imposed by competing tasks.

We are inverting the process. Given an information graph-
ic, we want to recognize its intended message or commu-
nicative goal by reasoning about the communicative sig-
nals present in the graphic. Thus while AutoBrief extended
speech act theory to the generation of information graphics,
our work extends speech act theory to the understanding
and summarization of information graphics.

To recognize an information graphic’s message, we make
recourse to plan inference techniques that have been used in
language understanding to infer the communicative goal of
a sentence in a text or an utterance in a dialogue. Following
the lead of Charniak and Goldman who used a probabilis-
tic framework to model plan inference for language under-
standing[2], we have developed a Bayesian network to infer
the message conveyed by one type of information graphic,
simple bar charts.

The top-level of the Bayesian network represents the 12
categories of messages that we have identified for simple bar
charts:

Rank-of-All
Stable-Trend
Change-Trend

Minimum

Rank-of-Entity

Increasing-Trend

Decreasing-Trend

Maximum
Contrast-Point-with-Trend
Relative-Difference-between-Entities
Relative-Difference-with-Degree
Other (Present Data)

The next level of the network captures the possible instanti-
ations of the general message categories for a given graphic.
For example, if a graphic has three bars, then the children of
the Get-Rank node might be Get-Rank(_labell, _barl), Get-
Rank(label2, _bar2), and Get-Rank(_label3, _bar3). We use



Get-Rank(label, _bar)
1. Perceive-if-bars-are-sorted
2. Perceive-bar(label, _bar)
3. Perceive-rank(_bar)

Figure 6: A Sample Operator

Get-Rank(_label,_bar)
Perceive-if-bars—-are-sorted Perceive—bar(_label,_bar Perceive-rank(_bar)

Figure 7: A Piece of Network Structure

operators to capture how communicative goals and percep-
tual tasks can be decomposed into a set of simpler subgoals
or subtasks. Figure 6 displays the operator for the goal of
Get-Rank(Jabel,_bar). It states that, to achieve the goal
of the viewer getting the rank of the bar associated with a
given label in a simple bar chart, the viewer must perceive
whether the bars are sorted according to height, then per-
ceive (ie., find) the bar associated with the specified label,
and finally perceive the rank of that bar with respect to bar
height. Subgoals in operators are either primitive perceptual
tasks or they have associated operators that further decom-
pose them. The operators determine the structure of our
Bayesian network, in that subgoals in an operator become
children of their goal node in the Bayesian network. For ex-
ample, Figure 7 displays the piece of the Bayesian network
produced by the Get-Rank operator.

The entire network is built dynamically for a new graphic.
A node capturing the top-level message category is entered
into the network along with nodes capturing a set of low-
level perceptual tasks. Ideally, this would include each possi-
ble instantiation of each low-level perceptual task; for exam-
ple, the parameter _bar in the perceptual task Get-Label(-bar)
could be instantiated with any of the bars that appear in a
graphic. However, memory limitations restrict the size of
the network and force us to include only instantiated per-
ceptual tasks that are suggested by the graphic. The in-
stantiations that produce perceptual tasks of lowest effort
and any salient instantiations (see Section 4.2) are used to
form the set of suggested low-level perceptual tasks that are
initially entered into the network. Then chaining via the
operators adds nodes until a link is established to the top-
level; as new nodes are added, their subgoals (as captured
in the plan operators) are also added, so that the network is
also expanded downwards. Once the network is constructed,
evidence nodes are added as discussed in the next section.

4.2 Three Kinds of Communicative Signals

Bayesian networks need evidence for guiding the construc-
tion of a hypothesis. In natural language understanding,
the observed evidence would include features of the utter-
ance and the context in which it was made. For information
graphics, the evidence consists of the communicative sig-
nals present in the graphic. We have identified three kinds
of communicative signals that appear in simple bar charts:

the relative effort of perceptual tasks that the viewer might
perform on the graphic, salient elements in the graphic, and
signals from the verbs and adjectives in the caption.

We have adopted the AutoBrief hypothesis that the graphic
designer constructs a graphic that makes intended tasks as
easy as possible. Thus the relative difficulty of different
perceptual tasks serves as a signal about which tasks the
viewer was intended to perform in deciphering the graphic’s
intended message. This correlates with Larkin and Simon’s
observation[15] that graphics that are informationally equiv-
alent are not necessarily computationally equivalent — that
is, it might be possible to infer the same information from
two different graphics, but it might be much easier to do
so in one graphic than in the other. As a very simple ex-
ample, consider comparing the height of two bars in a sim-
ple bar chart. If the bars are adjacent to one another and
significantly different in height, then the task will be easy;
however, if the two bars do not differ much in height, are
not annotated with their values, and are separated by many
intervening bars, then the task will be much more difficult.
Similarly, if the bars in a bar chart are ordered by height,
then perceiving the rank of a particular bar (see subgoal 3
in Figure 6) will be far easier than if the bars are unsorted.
We constructed a set of rules for estimating the effort in-
volved in performing different perceptual tasks in a simple
bar chart. These rules have been validated by eyetracking
experiments and are presented in [5].

The second kind of communicative signal is salience. An
entity in a graphic can be made salient in a variety of ways.
For example, its bar might be colored differently from other
bars in the graphic, as is the bar for the U.S. in Figure 1, or
the bar’s label might be mentioned in the caption. To deter-
mine whether the labels on any bars appear as part of the
caption, a caption processing module[4] extracts nouns from
the caption found in the XML representation of the graphic
using a part-of-speech tagger, matches the nouns against
labels on the bars, and augments the XML representation
to indicate those bars whose label matches a noun in the
caption. By analyzing the augmented XML representation,
the message recognition module can determine which enti-
ties have been made salient by virtue of their special color,
special annotation, reference in a caption, etc.

The third kind of communicative signal is the presence
in the caption of a verb or adjective that suggests a par-
ticular category of message.® For example, the verb “lag”
might suggest a message about some entity being a mini-
mum or about some entity falling behind some other entity
in value. Using WordNet and a thesaurus, we identified
classes of verbs and adjectives that are similar in meaning
and which might suggest some general category of message.
Our caption processing module uses a part-of-speech tagger
and a stemmer to identify the presence of one of our iden-
tified verb or adjective classes in the caption, and the XML
representation is augmented to reflect this.

The identified communicative signals must be entered into
the Bayesian network as evidence that can influence the sys-

“In [4] we present a corpus study showing that (1) captions
are often very general or uninformative, and (2) even when
captions convey something about the graphic’s intended
message, the caption is often ill-formed or requires exten-
sive analogical reasoning. Thus we have chosen to perform
a shallow analysis of captions that extracts communicative
signals but does not attempt to understand the caption.



tem’s hypothesis about the graphic’s message. Nodes indi-
cating the effort involved in performing a particular percep-
tual task and nodes capturing whether a parameter of a par-
ticular perceptual task is salient in the graphic are attached
to the low level perceptual task nodes in the Bayesian net-
work. Nodes reflecting the presence or absence of one of our
identified verb and adjective classes are attached to the mes-
sage category node that appears at the top of the Bayesian
network, since verbs and adjectives serve to signal a general
category of message.

4.3 Implementation and Evaluation

Associated with each child node in a Bayesian network is
a conditional probability table that captures the probability
of each value of a child node given the value of the parent
node. In our network, the parent nodes are always goals or
tasks, and thus the value of the parent node is always that
it either is (or is not) part of what the viewer is intended
to do in recognizing the graphic’s message. Our conditional
probability tables are computed from our corpus of graphics.

We implemented our Bayesian network for hypothesizing
an information graphic’s message using the Netica software
tools[16] for Bayesian reasoning. The current system is lim-
ited to simple bar charts, but we believe that our method-
ology will be applicable to more complex graphics.

Using a corpus of 110 simple bar charts that had previ-
ously been annotated with their message, we evaluated our
approach using leave-one-out cross validation in which each
graphic is selected once as the test graphic, and the other
109 graphics are used to compute the conditional probability
tables for the Bayesian network. For each test graphic, the
system was credited with success if its top-rated hypoth-
esis matched the message assigned to the graphic by the
human coders and the probability that the system assigned
to the hypothesis exceeded 50%. The system’s overall suc-
cess rate was 79.1%. This can be compared with a baseline
of the most common message category, rising trend, which
occurred 23.6% of the time; however, our system’s task was
more difficult than just selecting the message category, since
it also had to determine the instantiation of the parameters.
For example, rather than just hypothesizing a Change-Trend
message category, our system had to identify the two con-
trasting trends and the point at which the trend changed.

In order to determine whether the intentions being in-
ferred by our system would meet the approval of users, we
performed a second evaluation. This evaluation consisted
of a survey in which we asked human subjects to examine
a set of bar charts and rate a posited primary intention for
each bar chart. Seventeen undergraduate students took part
in the survey, which contained twenty-seven bar charts. For
each bar chart, the participants were asked to answer a set of
questions, including their level of agreement with the stated
primary intended message of the graphic (strongly agree,
agree, not sure, disagree, strongly disagree), and follow-
up questions for cases where they did not agree with the
stated message. For twenty of the twenty-seven bar charts,
the statement matched the hypothesized intention of our
system. For the remaining seven bar charts, we proposed
messages that did not match the hypotheses of our system.
When calculating the results of the survey, we assigned nu-
meric values to the scale in the first question. An answer of
“strongly agree” was counted as a four and “strongly dis-
agree” a zero. For the twenty graphs where the proposed

The sound of sales
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Figure 8: A Variation of a Graphic from USA Today

message matched the output of our system, we expected the
majority of participants to agree with the proposed message.
This was, indeed, the case, given that the average agreement
rate for the twenty graphs was 3.33 (a value between “agree”
and “strongly agree” on our scale) with a standard deviation
of 1.02 and a 95% confidence interval of .108. On the other
hand, for the seven graphs where the proposed message did
not match the output of our system, the average agreement
rate was only 1.19 with a standard deviation of 1.46 and
a 95% confidence interval of .261. The results of this sur-
vey demonstrate 1) that viewers of information graphics do
tend to form consensus regarding the intended message of
the graphic, and 2) that utilizing the intentions recognized
by our system as the basis of a summary of a graphic should
produce summaries which would be satisfactory to a major-
ity of users.

5. EXAMPLES AND RELEVANCE TO
DIGITAL LIBRARIES

Our current research has focused on developing a method-
ology for recognizing the primary message conveyed by an
information graphic. This work has several applications
within digital libraries. The first is to provide a represen-
tation of the core message of an information graphic for in-
dexing and retrieval of the graphic. Consider the graphic in
Figure 8. A graphic stored using the caption “The sound of
sales” or even the dependent axis label “Total albums sold
in first quarter in millions” could have a variety of mes-
sages, such as conveying the distribution of record album
sales among major recording studios or contrasting record
album sales by rock artists with those by jazz singers. Our
system hypothesizes that the graphic in Figure 8 is con-
veying a changing trend in record album sales, with sales
increasing from 1998 to 2000 and then decreasing from 2000
to 2002. The logical representation of this message is

Change-trend(increasing, 1998, 2000, decreasing, 2002,
total albums sold in first quarter in millions)

Indexing the graphic using this message would enable re-
trieval of the graphic if one wanted to know about album
sales during the period 1998-2002, about trends in album
sales, or if one wanted to know about trends that have
changed between 1998 and 2002. Furthermore, the prob-
ability assigned to the graphic’s message reflects the sys-
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tem’s confidence in its hypothesis and thus how clearly the
graphic conveys the posited message. Thus the associated
probability might be used as one criteria in ranking alterna-
tive graphics that are suggested for retrieval.

The author of a multimodal document ostensibly viewed
certain communicative goals as important enough to war-
rant expending effort on designing graphics to convey them.
This suggests that the messages conveyed by information
graphics should be taken into account in summarizing the
document. For example, consider the information graphic
in Figure 9 which appeared in a Business Week article en-
titled “THE START OF A DOT-COMBACK?”. Our sys-
tem hypothesizes that the graphic’s message is that there
has been a rising trend in U.S. E-tail sales between ’98 and
’03. The graphic’s message is not conveyed in the article,
but the message represents a communicative goal which, to-
gether with the discourse purposes of the text segments,
contributes to the overall discourse purpose of the article
— namely that dot-com companies are now focusing on re-
sults and that prospects for infusions of venture capital are
improving. Thus the graphic plays a central role in the ar-
ticle, and its conveyed message should be captured in the
document’s summary.

The third use of the messages produced by our system is
as an indication of the focus or topic of a document. Con-
sider the graphic shown in Figure 10. The highlighting of
the bar associated with American Express is an important

communicative signal in this graphic; without the highlight-
ing, the message inferred for the graphic by our system is
that the graphic is conveying the relative rank of the dif-
ferent credit card companies in terms of U.S. credit cards
in circulation in 2003. But with American Express high-
lighted, our system hypothesizes that the graphic’s message
is that American Express ranks fourth among the five credit
card companies shown with respect to U.S. credit cards in
circulation in 2003. Consequently, although the text of the
article talks about a variety of credit card companies (for ex-
ample, the text states that AmEx charges merchants higher
fees than do Visa and MasterCard), the focus of the graphic
is clearly on American Express and thus suggests that the
article is about American Express. This is in fact the case.
We hypothesize that the messages conveyed by information
graphics in a multimodal document can be helpful in deter-
mining the focus of an article and thus useful in constructing
a good summary.

Our future work includes not only extending our message
recognition system for graph summarization to more com-
plex graphics, such as line graphs and grouped bar charts,
but also to investigating 1) the use of our inferred messages
in indexing and retrieving information graphics in a digi-
tal library and 2) the utilization of the messages conveyed
by information graphics in constructing good summaries of
multimodal documents.

6. RELATED WORK

Within information retrieval research, the work most close-
ly related to our project involves the indexing and retrieval
of images. Bradshaw [1] notes that the work on image re-
trieval has progressed from systems that retrieve images
based on low-level features such as color, texture and shape
([6, 21, 19, 12], among others), to systems which attempt
to classify and reason about the semantics of the images be-
ing processed. These include systems that attempt to clas-
sify images according to attributes such as indoor/outdoor,
city/landscape and man-made/artificial, and they often pre-
sent these classifications as occurring along semantic axes
(see [22], for example) or according to probabilistic labels
(see [23, 1] for examples).

Srihari, Zhang and Rao have examined the possibility of
combining text-based indexing techniques for the caption
and any accompanying text with image-based techniques
[20]. They argue that text-based methods alone are inef-
fective, and provide the example of a search for pictures
of Clinton and Gore, which resulted in 941 images. Af-
ter eliminating graphics and spurious images, they had 547
images remaining, but upon manual inspection, they discov-
ered that only 76 of those images actually contained pictures
of Clinton or Gore! They demonstrate, however, that when
combined with image-based retrieval techniques, the collat-
eral text can provide a rich source of evidence for improving
the information retrieval process. Their work is similar to
ours in that they are attempting to use multiple, disparate
sources of evidence.

However, the work done in image retrieval is concerned
with the semantics of images (what is physically represented
in the image and the relationships between those objects,
such as “Clinton at the White House” or “a bee on a flower”),
whereas we are concerned with recognizing the communica-
tive goal or discourse purpose of an information graphic —
that is, the message that the graphic is intended to convey.



Very little research has been concerned with summarizing
information graphics. Yu et. al.[24] used pattern recognition
techniques to summarize interesting features of time series
data generated by a gas turbine engine, but this was au-
tomatically generated data without a communicative inten-
tion. Futrelle and Nikolakis[8] developed a constraint gram-
mar formalism for parsing vector-based visual displays and
producing structured representations of the elements com-
prising the display. The goal of Futrelle’s current research
is to produce a summary graphic that captures the content
of one or more graphics from a document[7]. However, the
end result will itself be a graphic.

7. CONCLUSION

Information graphics are an important component of many
documents, yet little consideration has been given to mak-
ing them available in a digital library or to taking them into
account when summarizing a multimodal document. This
paper has presented the results of a corpus study which
showed that the communicative goal or message of an in-
formation graphic is typically not repeated in the article’s
text. It has also presented our implemented and evaluated
Bayesian network for recognizing the message conveyed by
an information graphic. This message can form the core of a
brief summary of the graphic for use in indexing the graphic
in a digital library and for taking constituent information
graphics into account when summarizing a multimodal doc-
ument. To our knowledge, our research is the first to address
the problem of enabling digital libraries to exploit the rich
resource of information graphics.
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